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Abbreviated abstract:  As the use of predictive modelling spreads throughout sports, researchers are 
facing many issues in their analyses. In this project, three common issues in binary logistic multiple 
regression are addressed: longitudinal responses, separation and multicollinearity. Four unique models will 
be introduced, a baseline Generalized Linear Model that deals with none of these issues, a Hierarchical 
Generalized Linear Model that accounts for longitudinal responses, a binary logistic regression model with 
Firth’s method to deal with separation issues, and finally a Ridge Regression technique that accounts for 
multicollinearity. A common dataset with NFL metrics will be used so we can analyze how the results from 
each model differ while using the same data. With improved understanding of how to address these issues, 
predictive sports analytics will become more accurate and useful in practice.

Related publications:
1. Guffey, K. (2020). DEALING WITH SEPARATION ISSUES IN LONGITUDINAL DATA, The University of Northern Colorado
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• Introduce a “baseline” model 
that estimates a team’s 
probability of making the 
playoffs, correcting for no 
issues. Then introduce 3 
concurrent models that 
account for the issues in our 
data.

• Using all 4 of our models, 
compare the estimates

• Understand how each of our 
predictor variables (3 
offensive, 3 defensive) effect 
the team’s probability of 
making the playoffs

Objectives Research Questions

• How can a model be 
constructed to account for 
multiple years of data on the 
same subjects?

• How can a model be 
constructed to account for the 
issue of separation in binary 
multiple logistic regression?

• How can a model be 
constructed to account for the 
issue of multicollinearity in 
binary multiple logistic 
regression?

• How do the results from each 
model compare using data 
from the same dataset?
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Predictors:

𝛽1 = 𝑃𝑎𝑠𝑠𝑖𝑛𝑔	𝑇𝑜𝑢𝑐ℎ𝑑𝑜𝑤𝑛𝑠
𝛽2 = 𝑅𝑢𝑠ℎ𝑖𝑛𝑔	𝑇𝑜𝑢𝑐ℎ𝑑𝑜𝑤𝑛𝑠

𝛽3 = 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟𝑠
𝛽4 = 𝑃𝑎𝑠𝑠𝑖𝑛𝑔	𝑇𝑜𝑢𝑐ℎ𝑑𝑜𝑤𝑛𝑠	𝐴𝑙𝑙𝑜𝑤𝑒𝑑
𝛽5 = 𝑅𝑢𝑠ℎ𝑖𝑛𝑔	𝑇𝑜𝑢𝑐ℎ𝑑𝑜𝑤𝑛𝑠	𝐴𝑙𝑙𝑜𝑤𝑒𝑑

𝛽6 = 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟𝑠	𝐶𝑟𝑒𝑎𝑡𝑒𝑑



Methods

• The following R packages 
were used:

• glm – model that accounts 
for no issues

• hglm – model that accounts 
for repeated measures

• logistf – model that accounts 
for separation issues

• glmnet – model that accounts 
for multicollinearity

Mixed effects logistic model accounts for repeated measures of individual team (hglm)

Firth’s method is a systematic correction to the score function, which is used to calculate the maximum likelihood estimate
(logistf)

Ridge Regression reduces the standard errors by adding a bias penalty to the log-likelihood function (glmnet)

Separation issues Multicollinearity issues
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Results

• Minimal differences between our baseline model and our hglm model

• The glmnet model produced the most change, as most estimates shrunk towards 0

• The logistf model significantly changed the intercept (4x increase), but other 
variables had minimal change

• Every time a team scores an additional rushing or passing touchdown, their odds of 
making the playoffs increases. When they allow either touchdown, their odds 
decrease

• Every time a team creates a turnover, their odds increase, but when they commit 
one their odds decrease

Model coefficients between analyses
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